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Publication and reporting bias: a long history towards open science

Tianjing Li
University of Colorado

Both previous speakers have used the terms reporting bias and publication bias many times. I hope to bring them into the historical context and provide a review of the history of the research into reporting biases.

The problem of selective reporting has been recognised for hundreds of years. Reporting bias refers to or occurs when the direction and nature of the findings influence how research findings are being disseminated. Early in the 17th Century Francis Bacon noted that, ‘The human intellect is more moved by affirmatives than by negatives’. Robert Boyle, the chemist, lamented the common tendency among scientists not to publish their results until they had a system worked out with the result that ‘many excellent notions or experiments are, by sober and modest men, suppressed’. Many other scientists across many different fields have recognised the problem of selective reporting over the years.

More recently, in 1956, the father of medical statistics in Britain, Austin Bradford Hill, wrote, ‘A negative result may be dour, but often it is no less important than the positive and in view of that importance it must surely be established by adequate publication of the evidence’. American psychiatrist Seymour Kety wrote, ‘A positive result is exciting and interesting and gets published quickly. A negative result or one, which is inconsistent with current opinion, is either unexciting or attributed to some error and is not published, so that at first in the case of a new therapy there is a clustering towards positive results with fewer negative results being published. Then some brave or naïve or non-conformist soul, like the little child who said that the emperor had no clothes, comes up with a negative result which he dares to publish. That starts the pendulum swinging in the other direction and now negative results become popular and important’.

These historical quotes provided you the background of how long we have recognised this problem. Systematic research into selective reporting began in education and psychology in the 1950s. Selective reporting of healthcare research was identified in the early 1980s, but the importance and the consequence of that was not recognised
until a decade later. It has gained a lot of importance as a result of rapid development of research synthesis methods, such as systematic review. Systematic reviews are based on a complete survey of the literature on a given topic. They inform healthcare decisions and policies. When the systematic reviews are based on a selective subset of studies rather than all the studies out there, the findings could be biased. The need to have access to complete information about the methods and results of research is strong motivation for study into selective reporting.

Reporting bias arises when the dissemination of research is influenced by the nature and direction of findings. The nature and direction of findings refers to the statistical significance of the results, the magnitude of the effect and whether the results are in favour of a particular hypothesis. Statistically significant results are results that are unlikely to be due to chance. Instead, some kind of cause is more likely. Selective reporting can manifest in many different ways. To broadly categorise selective reporting, it may concern not reporting studies at all, also known as publication bias; reporting studies in part, also known as selective outcome reporting; reporting in a manner that is difficult for others to access or reporting without transparency, such as duplicate publication or spinning. Spinning means undermining or overemphasising certain results.

Mary Lee Smith likely first mentioned the term ‘publication bias’ in a manuscript where she compared the meta-analytical results based on published studies with those that were not published. A comparison of the protocols of studies before they actually initiated with the publication – we call those inception cohort studies – provides a reliable estimate of the association between the nature and direction of findings with the publication status. Based on two cohort studies approved by research ethics committees or included in trial registrations, only 49% to 60% of randomised trials were published and the findings were three times more likely to be published when the results were statistically significant. This is a huge problem.

What are the consequences of publication bias? First of all, it is not scientific. It may alter the evidence on the benefit and harms of treatment. One example is a comparison of reboxetine with placebo. If you compare the published results with the unpublished results for both the efficacy and safety outcomes, the published results overemphasised the beneficial effect of reboxetine, which may not exist at all, and underestimated the harmful effects of reboxetine. As an example, with regard to the outcome ‘remission’, only one published trial showed that reboxetine is 2.5 times more likely to reduce remission, whereas six other unpublished trials showed no evidence of effect. In other words, published results are more than two times more likely to show the efficacy of reboxetine, which the efficacy does not exist.
Failure to publish is also unethical. Participants enter research studies with the understanding that their involvement will contribute to generating new knowledge and to science. Failure to publish breaches the trust of the participants. Lastly, failure to publish research studies constitutes research waste. It is not informative because they never made it to the public domain. It was estimated that on average about 12,000 randomised control trials that should have been published each year were not published.

The second form of reporting bias is outcome reporting bias. Outcome reporting bias manifests in different forms when the reporting of the outcome is influenced by the nature and direction of the findings. An-Wen Chan and his colleagues have conducted quite a few studies, which definitely characterised outcome-reporting bias in healthcare research. Outcome reporting bias manifests in different forms, for example, not reporting pre-specified data in the protocols, reporting primary outcomes as secondary outcomes and vice-versa, introducing new outcomes or reporting outcomes such that they are differentially accessible. In other words, outcome reporting bias occurs when the authors cherry pick what they decided to show to the public.

I was involved in a study that examined outcome reporting bias in industry-sponsored trials of gabapentin for off-label use. We had access to the internal company documents as well as the publicly-available documents for 21 randomised trials that compared gabapentin with placebos for off-label use. We compared protocol to publication for the statement of primary outcome. We identified 21 primary outcomes in the protocol. Those are pre-specified primary outcomes. Eleven were reported without changes in the final publication. Ten were not reported or reported as secondary outcomes. In addition, 17 new primary outcomes were introduced. In terms of the p-values for the protocol-defined primary outcomes in those research reports, nearly all of them are non-statistically significant at the 0.05 significance level. However, through selective outcome reporting, by switching outcomes, introducing new outcomes, or omitting outcomes, in the primary publications the p-value became statistically significant. In other words, regarding the efficacy of gabapentin, dependent upon where you look, you may find very different results.

That was one case study. There are many studies like this. When you take all studies together in a systematic review, it yields empirical evidence for publication bias and outcome reporting bias. In summary, statistically significant outcomes were more likely to be reported in full for both efficacy and harm outcomes. About 40% to 62% of studies had at least one primary outcome changed, newly introduced or omitted when trial publications were compared with protocols.
The third form of selective reporting is reporting in a manner that is difficult for others to access. One study conducted by a colleague of mine looked at full publication of results initially presented in conference abstracts. We all go to conferences. Disseminating your findings at conferences is a great way to reach a broad audience. However, the conference abstracts are usually limited by the word limit, and they do not provide a full depiction of the study methods or the results. This systematic review examined over 307,000 abstracts presented at conferences. The authors found that only about 37% were subsequently published in full, such as in a journal article, and that number was slightly better for randomised trials, again definite evidence for outcome reporting bias and publication bias. Significant results were 1.3 times more likely to be published in full. Positive results, defined as a result favouring the experiment treatment, were 1.2 times more likely to be published in full.

Now you may start wondering whose problem is this? Who contributes to biased reporting of clinical trials? Numerous surveys and other types of studies of researchers have found that investigators’ failure to submit trial results for publication was the primary reason for unpublished clinical trials. The frequently quoted reasons are they are not interested in the results and they do not have time to submit results for publication. The reasons for selective outcome reporting mirror those of publication bias. Investigators’ misconception that the editors favour positive results was the main reason for not publishing the results. Also, there is an unawareness of the seriousness of underreporting. On the other hand, there is no evidence that peer reviewer suggestions or the editors’ decisions are influenced by the nature and direction of the findings. In summary, it was mainly the researchers’ problem. We should always submit our results for publication regardless of the direction and the nature of the finding.

To end on a high note, how do we address reporting biases? Both speakers have touched upon trial registration and a result database. I will discuss data sharing and access to study documents. There are also reporting guidelines and core outcome sets that people can follow.

Beginning with the early studies, it became quite clear that to address reporting and publication bias we need to have a full account of all the studies from its beginning. The study of publication reporting biases and their consequences has led to legislation and policy mandating trial registration.
In 1997, the Food and Drug Administration Modernisation Act required that all the drug trials of severe and life-threatening conditions must be registered. As a result, in response to that legislation, the National Library of Medicine of the National Institutes of Health in the US launched ClinicalTrials.gov, the trial registration database in 2000. However, the registration had not taken off until the International Committee of Medical Journal Editors (ICMJE) made a requirement of prospective registration of trials before the trial results can be published by the ICMJE journals.

In 2006, the World Health Organisation launched an international initiative to establish the International Clinical Trials Registry Platform. The platform provides one-point access to different registries across countries. In 2007, the FDA Amendments Act (FDAAA) expanded the registration requirements – for all drugs, biologics and devices subject to FDA regulation, the FDAAA requires that the registration be done as soon as the trial is initiated. The results should be posted within 12 months of the completion of the trial or within one month of approval of the product. In response to that requirement, in 2008 and 2009 respectively, ClinicalTrials.gov released the results database and also added an adverse events module.

In the European Union (EU), the European Medicines Agency (EMA) took a more open policy compared with the FDA. In 2011, EMA required that all the trials conducted in the EU should be registered and make their results available within 12 months. As
mentioned earlier, the journals also play a very critical role in the transparency of clinical trial research. In 2013, *The British Medical Journal* put in place a requirement for a statement about anonymised participant level data availability at the time of manuscript submission. In 2016, the final rule made by the US Department of Health and Human Services further clarifies the types of trials that need to be registered on ClinicalTrials.gov and the National Institutes of Health (NIH) also issued a policy to promote the sharing of clinical trial data, requiring that any trials that received funding entirely or partly from the NIH should be registered before the start of the trial and have their results posted in a timely fashion.

Access to study documents is also very critical. In a study where we examined adverse events for gabapentin\(^1^3\), we compared the number of different types of adverse events that appeared in the public domain with the number of different types of adverse events in the hidden documents, the documents not publicly available, such as clinical study reports. In the first trial\(^1^4\), there were only seven different types of adverse events mentioned in the publication, whereas 100 different types of adverse events were mentioned in those hidden documents. It does not look better for the serious adverse events. Public access to protocols, including the statistical analysis plan and clinical study reporting, is essential for preserving the societal value of clinical trials.

Publication was traditionally the way of sharing the results from clinical trials. Increasingly the clinical trial increases our knowledge and influences our decision-making through both the summary level and the individual participant level data being shared and reused by the public. Data sharing increases the scientific value. Evidence has shown that it also increases citation. Furthermore, there is a moral obligation to share the data. Participants of trials become more vocal demanding that their data be shared and reused amongst the broader scientific community in order to leverage the data to maximise the knowledge and value that can be gained from their contributions to the trials. Surveys of patients also showed that most people welcome the idea of data sharing if safeguards are in place for their data safety\(^1^5\).

Increasingly, funders are mandating data sharing. For example, the Gates Foundation and the Wellcome Trust require their awardees to share their clinical trial data and individual participant level data. Journals are also making requirements of making a statement about data availability and data sharing at the time of trial registration, and those statements will be published when the trial reports are accepted for publication.

In summary, the move towards clinical trial data sharing is part of a wider movement towards open science. Reporting of medical research is biased when it is influenced...
by the nature and direction of the findings. That is the definition for publication bias and outcome reporting bias. They can take many different forms. Reporting bias typically involves spurious exaggeration of beneficial effects and suppression of harmful effects of interventions. Clinical trial registration, access to protocols and statistical analysis plans, guidelines for transparent and complete reporting, adoption of core outcome sets and data sharing are critical to prevent reporting biases.

**To go a step further**

“In several studies, including one of our own, we found that the data collected in ClinicalTrials.gov is a minimal requirement and it does not capture everything you would like to know about the trial, especially with regard to the methodology and with regard to all the results data. It is definitely a first step, and how reliably they can be used for data analysis in systematic review and meta-analysis, I believe we still have a long way to go, but at least we know the existence of trials, so we know if we are missing results or the publication of certain results, we have a place to look. We are getting there.”

“The funders have a very important role. In the US, for example, when you are submitting a new grant if your previous publications are not in the public domain, you cannot even submit the grant. It comes down to how different stakeholders play together. The institution has a huge role. The funders have a huge role. However, there are so many studies that are not funded, so that is becoming more problematic, and the public has to get involved and demand transparency in research and demand open science. All the players need to work together to make this happen.”

“Negative results are as important, if not more important, than positive results in the sense that if they are hidden away, information in the public domain is cherry picked. It looks rosier than it actually does, which is very problematic. Negative results will help us to use fewer medications.”

“Most people would agree that open science is a great idea, but it requires resources to get there. For most research funders, you could build data sharing into the costing of your study; so there are resources available for researchers to share their data with the public.”
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